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Аннотация. Развитие и применение  
технологий искусственного интеллекта (ИИ)  
можно считать одним из главных направлений  
соперничества Соединенных Штатов Америки и  
Китайской Народной Республики. Какой стратегии  
в отношении этой гонки будет придерживаться  
Европейский союз в новом электоральном цикле,  
начавшемся в середине 2020-х годов, пока неясно.  
С одной стороны, в отношении ИИ Евросоюз следует  
логике «регуляторной конкуренции» и так называемого  

«брюссельского эффекта» (примером может служить  
Закон об ИИ, принятый ЕС в 2024 г.), что говорит о  
намерении ЕС конкурировать с США и КНР (усилия  
которых направлены на создание скорее наиболее  
функционального, нежели безопасного ИИ), с другой –  
эффективность стратегии Брюсселя по «регуляторной  
конкуренции» вызывает сомнения в силу текущего отставания  
ЕС в области технологий ИИ.  

В статье рассматривается вопрос о том, какую именно  
позицию относительно развития ИИ в США занимает ЕС в на- 
стоящее время, и делаются предположения по поводу того, следует  
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ли воспринимать отставание ЕС от США в гонке за передовой техноло- 
гией ИИ как контраргумент против стратегии «регуляторной конкурен-
ции» и как свидетельство, что стратегия ЕС будет пересмотрена.  
Евросоюз действительно конкурирует с США, продолжая следовать 
логике «брюссельского эффекта», однако авторы статьи полагают, 
что отставание ЕС в области ИИ не влияет на потенциальную эффек-
тивность «регуляторной конкуренции» для международной политики 
Европейского союза, поскольку, во-первых, «регуляторная конкуренция» 
хорошо согласуется с общей стратегией международной политики ЕС, 
и, во-вторых, «брюссельский эффект» сможет принести полноценные 
плоды лишь после того, как вопрос о регулировании ИИ станет более 
острым (например, когда появятся прецеденты трагических событий, 
вызванных некорректной работой или злонамеренным использованием 
данных технологий). 

Ключевые слова: ЕС, США, КНР, искусственный интеллект, гон-
ка вооружений, регулирование, «брюссельский эффект». 

 
Соперничество Соединенных Штатов Америки и Китайской 

Народной Республики в области развития и применения техноло-
гий искусственного интеллекта (ИИ) иногда сравнивают с гонкой 
ядерных вооружений между США и СССР в период холодной 
войны [Geist, 2016 ; Kissinger, Allison, 2023 ; Bega, 2023]. 21 января 
2025 г., на следующий день после инаугурации, 47-й президент 
США Д. Трамп объявил о запуске мегапроекта «Звездные Врата» 
(англ. «Stargate») по развитию технологий ИИ в США, на который 
его администрация пообещала выделить 0,5 трлн долл. [President 
Trump announces ... , 2025]. Ответственность за реализацию проек-
та была возложена на основные компании, прямо или косвенно 
связанные с разработкой ИИ, такие как OpenAI и Oracle, а первую 
инвестицию в проект обещал сделать японский банк SoftBank 
[Announcing ... , 2025]. Вскоре после этого в КНР была выпущена 
большая языковая модель (англ. Large Language Model, LLM) 
DeepSeek версии V3 вместе с общедоступным чат-ботом, догнав-
шая по функциональности передовые модели американского произ-
водства и потребовавшая для своего создания, по заявлениям разра-
ботчиков, всего 5576 млн долл. [DeepSeek-V3 technical ... , 2025, p. 5]  
(в противовес млрд долл., затраченных в США на обучение моделей 
сравнимой функциональности). Вслед за этим Банк Китая объявил, 
что будет ежегодно выделять на развитие ИИ один трлн юаней (или 
137 млрд долл.) в течение следующих пяти лет [Abyazov, 2025], 
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что в целом сравнимо с суммой, которую обещает выделить 
SoftBank на проект «Stargate» в качестве первого шага для реали-
зации этого проекта [Announcing ... , 2025].  

Появление DeepSeek-V3 вызвало ажиотаж в американских 
СМИ [Goldman, Egan, 2025 ; Metz, 2025 ; De Vynck, Kelly, Timsit, 
2025], закрепив общую обеспокоенность стремительным экономи-
ческим и технологическим развитием КНР. Очевидными проявле-
ниями нарастающей тревоги стали агрессивные технологические 
санкции США по отношению к Китаю [Harrell, 2025], а также мно-
гочисленные заявления, сделанные 47-м президентом США и влия-
тельными представителями военно-промышленного сектора 
[President Trump announces ... , 2025 ; Swayne , 2025 ; Vincent, 2025].  

Таким образом, можно заключить, что в настоящее время 
США уже вовлечены в противоборство с Китаем в области разра-
боток ИИ (не в последнюю очередь – из-за его военного потенциа-
ла). Но пока не вполне ясно, какую позицию по отношению к этому 
соперничеству занимает Европейский союз. О чем свидетельству-
ют официальные меры ЕС в отношении ИИ – о сотрудничестве с 
США, конкуренции с ними или попытке сделать нечто свое? В на-
стоящей статье мы попробуем дать ответ на этот вопрос. 

До появления ChatGPT версии 3.5 – первого продукта ком-
пании OpenAI, предназначенного для широкой аудитории, – ака-
демические дискуссии о регулировании ИИ касались скорее нор-
мативных, нежели практических вопросов и почти не учитывали 
политическое измерение подобного регулирования, поскольку са-
ма технология в существовавших на тот момент формах не обеща-
ла ни большой выгоды, ни значительных рисков. Основу академи-
ческого дискурса в этой области составляли теории «регуляторной 
конкуренции» [Smuha, 2021] и так называемого «брюссельского 
эффекта» [Siegmann, Anderljung, 2022]. В дискуссиях проводились 
аналогии с регулированием использования персональных данных 
при помощи Общего регламента ЕС по защите данных [Regulation 
(EU) 2016/679 ... , 2016], опубликованного 27 апреля 2016 г. Тер-
мин «брюссельский эффект» ввела в научный оборот профессор 
Юридической школы Колумбийского университета А. Брэдфорд 
[Bradford, 2020]). Смысл «брюссельского эффекта» достаточно 
ясен: государствам может быть выгодно выступать в качестве ли-
деров жесткого регулирования, способствующего безопасности 
технологий, в таком случае поскольку локальные производители 
окажутся лучше приспособлены к регулированию, нежели ино-
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странные, и, следовательно, будут иметь преимущество в процессе 
создания наиболее функциональных технологий [Smuha, 2021,  
p. 75]. В частности, Общий регламент ЕС по защите данных дейст-
вительно предоставил европейским производителям преимущест-
во перед иностранными [Bradford, 2020].  

Однако после появления первой общедоступной версии 
ChatGPT лидирующие позиции в области ИИ заняли нейросети из 
США и КНР, разработчики которых сделали акцент на производи-
тельности в противовес безопасности. Тем не менее ЕС продолжил 
следовать логике, принесшей ему успех ранее, и в 2024 г. опубли-
ковал свой основной законопроект, посвященный регулированию 
ИИ, – «Закон об ИИ» [Regulation (EU) 2024/1689 ... , 2024]. 

С тех пор диспозиции США, КНР и ЕС принципиально не 
изменились. При обсуждении проблем, связанных с регулировани-
ем ИИ, акцент сместился с нормативно-философских вопросов (к 
примеру, касавшихся «регуляторной конкуренции» или коопера-
ции [Houser, Raymond, 2021]) на вопросы международной конку-
ренции при создании наиболее функционального ИИ (в силу его 
военного потенциала) [Kuruc, 2024].  

В настоящей статье мы также постараемся дать ответ на во-
прос о том, можно ли ожидать, что ЕС отбросит тактику «регуля-
торной конкуренции» и вступит в открытое соперничество с США 
и КНР за лидерство в функциональности ИИ, и выскажем предпо-
ложения по поводу того, насколько уместным может быть такое 
решение со стратегической точки зрения. 

Искусственный интеллект:  
польза, риски, необходимость регулирования 

Технологии ИИ могут быть полезны для акторов мировой по-
литики с нескольких точек зрения. Во-первых, ИИ значительно по-
вышает военный потенциал государств [Possibilities and challenges ... , 
2018], позволяя создавать высокотехнологичные системы вооруже-
ний с возможностями автоматической идентификации целей, са-
монаведения и автономного передвижения. Во-вторых, ИИ может 
заменить находящуюся в дефиците рабочую силу более дешевым 
аналогом – как в виде автономной робототехники (на той или иной 
ступени развития), заменяющей ручной труд, так и в виде исклю-
чительно виртуального ИИ в области интеллектуального труда 
(также возможна комбинация обоих видов) [Acemoglu, Restrepo, 
2020]. В-третьих, ИИ может дать государствам и объединениям 
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государств новые возможности для контроля над гражданами, – 
например, с помощью интенсификации наблюдения за людьми как 
в виртуальном, так и материальном мире, или посредством авто-
матизации техник наказания (от назначения штрафов до непосред-
ственного физического обезвреживания нарушителей) [Roberts, 
Oosterom, 2024]. Таким образом, ИИ может быть привлекателен 
для государств как ресурс для укрепления внешней и внутренней 
политики. Соперничество за место мирового лидера, главными 
претендентами на которое являются США и КНР (см., напр.: [Ni, 
2020]), вобрало в себя также борьбу за более совершенный ИИ. 

Однако использование ИИ связано с определенными опас-
ностями [The AI risk ... , 2024, p. 31–32], вызывающими тревогу у 
общественности и экспертов, что порождает призывы к регулиро-
ванию технологии. В своем наиболее развитом на данный момент 
виде, а именно, в виде LLM, ИИ нередко создает «контент» преду-
бежденного содержания – как с точки зрения различных социаль-
ных стереотипов, так и с точки зрения политических повесток и 
идеологий. Эта проблема усугубляется объективными трудностя-
ми в объяснении процесса «мышления» LLM, который не могут 
реконструировать даже специалисты в данной области. Для реше-
ния этих проблем ИИ-разработчики пытаются, например, выстав-
лять фильтры на ответы моделей (что само по себе нередко гене-
рирует новые предубеждения [Urman, Makhortykh, 2025]), или 
создавать модели, способные объяснять ход решения поставлен-
ных перед ними задач (однако пока они делают это в абстрактном 
ключе1). Обе эти проблемы порождают опасения, связанные с воз-
можностью контролировать «необъяснимую» и предубежденную 
модель; а сама предубежденность моделей также вызывает озабо-
ченность относительно ее возможного использования для пропа-
ганды определенных взглядов.  

Есть и другие проблемы, связанные с использованием ИИ (см., 
напр.: [The AI risk ... , 2024]). Так, некорректное использование ИИ 
может нарушать права индивидов на защиту своих персональных 
данных и приводить либо к случайным утечкам, либо к преднаме-
ренной (и, без должного регулирования, никак не ограниченной) про-

                                           
1 Например, сгенерированное по соответствующему запросу описание хода 

«размышлений» передовой модели от OpenAI – OpenAI o3-mini – представляет 
собой скорее его краткое удобочитаемое изложение, нежели подробное описание 
процесса, действительно стоящего за генерацией ответа [OpenAI o3-mini ... , 2025]. 
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даже такой информации. Кроме того, генерация «контента» со сторо-
ны ИИ может нарушать авторские права и права на идентичность, 
если «обучение» ИИ происходило на основе авторских произведений, 
изображений, аудио- и видеозаписей, в которых наличествуют стиль 
и художественные особенности, свойственные определенным авто-
рам: модель «обучается» имитировать эти особенности, лишая зара-
ботка людей, профессионально занимающихся творчеством, попутно 
заполняя интернет-пространство ложными изображениями и ложны-
ми видео- и аудиозаписями выступлений публичных личностей. ИИ 
может применяться для мошеннических операций и политических 
манипуляций, использоваться в массированных кибератаках и терро-
ристических актах. Помимо прочего, в экспертном сообществе обсу-
ждают опасности, связанные с тем, как может ИИ повлиять на обще-
ство, если получит большую автономность или будет применяться 
для управления масштабными проектами (например, системами, от-
ветственными за состояние окружающей среды) и при этом выйдет 
из-под человеческого контроля или будет целенаправленно использо-
ваться во вред человечеству [Managing extreme ... , 2024, p. 844]. 

И огромная польза от ИИ для государств и их объединений, 
и значительные риски, связанные с этой технологией и вызываю-
щие обеспокоенность и недовольство общественности, являются 
причинами особого интереса к развитию ИИ со стороны политиче-
ских элит. Руководство государств и союзов может оказывать воз-
действие на технологию двумя способами: либо содействуя повы-
шению производительности технологии и расширению сферы ее 
применения, либо способствуя повышению ее безопасности.  
В обоих случаях государства и союзы могут выступать в двух ро-
лях – как инвесторы и (или) как регуляторы. Так, выступая в каче-
стве инвесторов, государства и союзы могут выделять бюджетные 
средства на обучение узкоспециализированных кадров и создание 
дата-центров, необходимых для обучения моделей, спонсировать 
эффективные решения по повышению производительности моде-
лей и т.п. – либо выделять средства на реализацию новых идей для 
повышения безопасности моделей, а также для повышения «циф-
ровой грамотности» граждан, отдавать инвестиционные предпоч-
тения более безопасным предприятиям по сравнению с более эф-
фективными, оплачивать создание более безопасных технологий 
для использования в государственных учреждениях и т.д. А вы-
ступая в качестве регуляторов, государства и союзы могут осуще-
ствлять схожие действия посредством законотворчества. Однако 
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если при проведении определенной инвестиционной (бюджет-
ной) политики, ее отдельные элементы могут дополнять друг 
друга, то в случае введения регуляторных ограничений между 
отдельными элементами регулируемой системы вынужденно 
возникает иерархия приоритетов. Что же касается ИИ, то в дан-
ном случае возможность повторения успеха «брюссельского эф-
фекта» вызывает вполне обоснованные сомнения [Pagallo, 2023 ; 
Kuruc, 2024, p. 51–52]. 

ЕС в «гонке ИИ»: «брюссельский эффект»  
против дерегулирования и функциональности 

Как было сказано ранее, новая администрация США, обещая 
выделить суммарно 0,5 трлн долл. в рамках проекта «Stargate», 
стремится укрепить позиции страны в борьбе за самый передовой 
ИИ и удержать в США лучшие технологии, поскольку «Китай явля-
ется конкурентом, и остальные также являются конкурентами» 
[President Trump announces ... , 2025]. В отличие от предыдущей ад-
министрации президента Дж. Байдена, инициировавшей масштаб-
ные дискуссии относительно безопасности LLM (особенно с ноября 
2022 г., когда был выпущен ChatGPT версии 3.5), администрация 
Д. Трампа решила отказаться от акцента на создании более безопас-
ного ИИ в пользу создания более функциональных ИИ-технологий 
[Amiri, Lee, Tang, 2025], рассматривая главное распоряжение пре-
дыдущего президента в области ИИ – Исполнительный указ 14110 
[Executive order 14110 ... , 2023] – как «преграду» для лидерства 
США в этой сфере [Removing barriers ... , 2025]. На фоне опасений 
по поводу существенного роста военной мощи КНР в связи с разви-
тием ИИ новая администрация переносит акцент на военные воз-
можности данной технологии [Mike Waltz wants ... , 2024 ; US 
officials ... , 2025 ; Amiri, Lee, Tang, 2025 ; Vincent, 2025]. Предыду-
щая администрация скорее склонялась к оказанию давления на «не-
большое число доминирующих интернет-платформ», которые «ис-
пользуют свою власть, чтобы исключать новых участников рынка, 
извлекать монополистскую прибыль и собирать конфиденциальную 
персональную информацию, которую можно использовать в своих 
интересах» [Executive order 14036 ... , 2021, p. 36987]. Тем не менее 
акцент на военном потенциале ИИ делался уже тогда: например, в 
Исполнительном указе 14110 неоднократно упоминаются риски, 
которыми чревато военное использование ИИ-технологий 
[Executive order 14110 ... , 2023, p. 75200, 75201, 75204, 75205].  



Муронец В.С., Миронюк М.Г. 

 152 

Одновременно Белый дом либо позиционировал США в качестве 
лидера в сфере ИИ, либо подчеркивал, что США должны завоевать 
лидерские позиции в этой области [Ibid., p. 75192, 75223 ; Hawley, 
2025]. Таким образом, можно считать, что в вопросах регулирова-
ния ИИ-технологий американская администрация уже с 2022 г. ста-
вила акцент на их военном и экономическом потенциале для уста-
новления (или поддержания) лидерства США в этой сфере. 

Что же касается Евросоюза, то главный регуляторный акт 
ЕС в отношении ИИ – Закон об ИИ – был принят еще предыдущим 
составом Европарламента 13 марта 2024 г., утвержден Европей-
ским советом 21 мая 2024 г., а введен в действие 1 августа 2024 г.1,  
уже при новом составе Европарламента, сформированном в ре-
зультате выборов в июне 2024 г. В отличие от другого европейского 
регуляторного акта, так называемого «Общего регламента по за-
щите персональных данных», в котором делался бóльший акцент 
на доходности и возможностях государств, этот закон отдает 
предпочтение безопасности пользователей.  

В новом Законе об ИИ ЕС открыто выражает свое стремле-
ние не только поощрять развитие наиболее этичного и «человеко-
центричного» ИИ, но и занять лидерские позиции на этом направ-
лении: «данный регламент удостоверяет, что ЕС собирается про-
двигать европейский человеко-центричный подход к ИИ и наме-
рен стать мировым лидером в разработке безопасного, надежного 
и этичного ИИ, согласно указаниям Европейского совета» 
[Regulation (EU) 2024 / 1689 ... , 2024, Recital 8]. В документе во-
обще не говорится о необходимости противостоять иностранным 
угрозам посредством создания наиболее функционального ИИ; 
основной акцент делается на том, что нужно вынудить иностран-
ных разработчиков ИИ (в том числе, очевидно, КНР) подстраи-
ваться под требования европейского закона: «для обеспечения 
равных условий и эффективной защиты прав и свобод физических 
лиц по всему Союзу правила, установленные данным Регламен-
том, должны применяться к поставщикам систем ИИ на недискри-
минационной основе, независимо от того, находятся ли они в пре-
делах Союза или в странах за его пределами» [Ibid., Recital 21]. 
Учитывая, что ЕС – это весьма значительный рынок, такие требо-

                                           
1 То есть через 20 дней после его публикации 13 июля 2024 г. [Regulation 

(EU) 2024 / 1689 ... , 2024, Article 113]. Отдельные части Закона об ИИ, впрочем, 
будут вступать в силу постепенно, чтобы разработчики смогли подготовиться. 
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вания действительно могут вынудить разработчиков ИИ, стре-
мящихся распространять свой продукт на территории ЕС, пере-
смотреть политику относительно безопасности производимой 
ими технологии; при этом европейские разработчики, вынужден-
ные изначально подстраиваться под эти требования, получат 
преимущество, – конечно, только в том случае, если ЕС реализу-
ет свое стремление стать лидером в производстве наиболее без- 
опасного ИИ. 

В целом такой подход полностью согласуется с описанной выше 
логикой «брюссельского эффекта». Но следует отметить, что в случае 
пользовательских китайских ИИ-проектов эта стратегия не работает, 
поскольку внутренний рынок КНР достаточно велик, чтобы быть са-
модостаточным. В случае же проектов, которые создаются преимуще-
ственно для экспорта, регуляторные меры, предложенные ЕС, гипоте-
тически могут сработать. Впрочем, есть свидетельства в пользу того, 
что европейский (как и американский) рынок вообще не представляет 
особого интереса для ИИ-разработчиков из КНР [Yang, 2024]. 

Таким образом, можно утверждать, что в сфере регулиро-
вания ИИ Евросоюз в бóльшей степени фокусирует внимание на 
повышении безопасности технологии, чем на ее производитель-
ности и функциональности. Возможно, это связано с тем, что по-
зиции ЕС в сфере высоких цифровых технологий слабее, чем у 
КНР и США; поэтому ЕС стремится занять нишу, где США не 
смогут составить ему конкуренцию, поскольку соперничество с 
КНР вынуждает их делать акцент на функциональности ИИ (по 
крайней мере, до тех пор, пока безопасность и функциональность 
ИИ входят в противоречие). В пользу этого объяснения свиде-
тельствует обещание ЕС выделить 56 млн долл. на разработку 
европейской LLM с открытым исходным кодом. Следуя собст-
венной повестке, ЕС обещает создать этичную модель, но, по-
скольку обещание было сделано вскоре после выхода «дешевой» 
китайской модели DeepSeek-V3, можно предположить, что ЕС, 
не имея таких объемов ресурсов для разработки ИИ, какие есть у 
США и КНР, нашел возможность обойти это ограничение и при-
нять участие в «гонке» наравне с двумя мировыми лидерами (что 
косвенно подтвердил и координатор европейского проекта  
Я. Хаджич: «Европу вновь можно будет увидеть в гонке ИИ» 
[The EU is betting ... , 2025]). 

В Законе об ИИ нет прямых упоминаний США или КНР.  
И о пользе сотрудничества, и о необходимости соответствовать 
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требованиям Закона говорится в одинаково инклюзивном ключе.  
С учетом того, что на данный момент ЕС почти не участвовал в 
совместных проектах с США в области ИИ1, можно предполо-
жить, что ЕС не стремится содействовать США в соперничестве с 
Китаем и скорее пытается конкурировать с обеими сторонами 
«своими» методами, один из которых – следование логике «регу-
ляторной конкуренции», другой – создание конкурентоспособных, 
но дешевых ИИ (также с элементами «регуляторной конкурен-
ции»). С одной стороны, принятие второй стратегии свидетельст-
вует о том, что исходная стратегия «регуляторной конкуренции» 
пока не оправдала ожиданий (во многом в силу ресурсных ограни-
чений, при наглядном отставании европейских ИИ-разработок по 
сравнению с ИИ-технологиями США и КНР). С другой стороны, 
данная стратегия согласуется с общей внешнеполитической стра-
тегией ЕС по укреплению своего влияния через распространение 
высоких стандартов защиты прав и свобод [Khaliq, 2008]. 

Но стоит ли ЕС полностью отказываться от первой страте-
гии? Сомнения в том, что на разработку DeepSeek-V3 действи-
тельно потребовалось лишь 5,6 млн долл. [DeepSeek debates ... , 
2025] (этому противоречат огромные суммы, которые КНР пла-
нирует выделить на развитие ИИ, казалось бы, зачем, если 
DeepSeek стоил так дешево?), а также сохраняющееся превос-
ходство США и Китая в области ИИ-технологий, похоже, под-
талкивают руководство ЕС к мысли о том, что «старая» страте-
гия «регуляторной конкуренции» все-таки может оказаться 
более полезной, чем «новая» (вероятно, именно поэтому в «но-
вой» стратегии сохранены многие элементы «старой»). Опыт 
гонки ракетно-ядерных вооружений показывает, что, с одной 

                                           
1 Исключение составляет проведение 10–11 февраля 2025 г. ИИ-саммита 

в Париже, куда была приглашена делегация США. Однако США не приняли 
предложение ЕС сделать акцент на сотрудничестве в области создания более 
безопасного ИИ; ЕС же, в свою очередь, отказался содействовать США в кон-
куренции с КНР посредством приоритизации функциональности над безопас-
ностью [Scott, 2025]. Все это подтверждает наше предположение, что ЕС скорее 
конкурирует с США при помощи альтернативной стратегии «регуляторной 
конкуренции», нежели сотрудничает с ними. Хотя во время президентства Дж. 
Байдена ЕС и США начали налаживать кооперацию в противостоянии с КНР 
[Трунов, 2024, с. 21 ; Biba, 2025], сейчас оба актора, похоже, не собираются 
отказываться от своих стратегий относительно регулирования ИИ ради углуб-
ления сотрудничества. 
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стороны, наиболее развитые в отношении передовой и предель-
но опасной технологии участники гонки действительно обрета-
ют наивысшее могущество по сравнению со всеми остальными, 
а с другой – что серьезно вопрос о жестком регулировании 
опасной технологии может быть поставлен лишь после некото-
рых масштабных и трагических событий, сравнимых с атомны-
ми бомбардировками Хиросимы и Нагасаки в 1945 г. (и допол-
ненных сопоставимой конкуренцией нескольких держав в 
данной области). 

В «гонке ИИ» ЕС действительно может получить преимуще-
ство от следования стратегии «регуляторной конкуренции». Но раз-
мер выигрыша в значительной степени будет зависеть от того, на-
сколько США и КНР успеют обойти Евросоюз к тому моменту, 
когда участники «гонки» всерьез задумаются о необходимости же-
сткого регулирования ИИ-технологий. Иными словами, эффектив-
ность стратегии «регуляторной конкуренции» для ЕС станет ясна со 
временем. 

*** 

Несмотря на отставание от США и КНР в «гонке» за созда-
ние наиболее производительного ИИ, ЕС может в итоге получить 
преимущество, продолжая следовать логике «регуляторной конку-
ренции», – особенно, если дерегулирование ИИ приведет к траги-
ческим последствиям в силу либо некорректной работы ИИ-
технологии, либо ее злонамеренного использования в будущем. 
Возможно, придерживаться этой – пока еще проигрышной – стра-
тегии Евросоюзу помогает и то, что такая политика соответствует 
общей внешнеполитической стратегии ЕС в целом.  

Обещания ЕС выделить средства (малые по сравнению с 
суммами, которые планируют выделить на схожие проекты США 
и КНР) на развитие безопасного европейского ИИ с открытым ис-
ходным кодом также согласуются с логикой «брюссельского эф-
фекта». Отказ от непосредственного содействия США в их сопер-
ничестве с КНР свидетельствует о том, что в текущем 
электоральном цикле ЕС планирует конкурировать с обоими лиде-
рами «гонки», – но делая при этом упор не на обеспеченность ре-
сурсами, необходимыми для создания наиболее функционального 
ИИ, а на ужесточении регулирования технологии.  

Возможно, когда европейский Закон об ИИ вступит в силу в 
полном объеме, «брюссельский эффект» сыграет свою роль, – до то-
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го, как дерегулирование технологии в других частях света приведет к 
трагическим событиям. Однозначно судить о том, насколько выиг-
рышной окажется стратегия ЕС в случае ИИ, можно будет только со 
временем, но, если учитывать скорость развития ИИ-технологий и 
их востребованность в области безопасности, не исключено, что 
это время уже довольно близко. 
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Competition, cooperation, or mutual  

(in)dependence: approaches of the US  
and the EU to AI regulation and development 

 
Abstract. The development and application of artificial intelligence (AI) 

technologies can be considered one of the main areas of rivalry between the 
USA and China. But it is still unclear what strategy the EU will pursue in this 
race in the new electoral cycle that began in the mid-2020s.  

On the one hand, in relation to AI, the EU follows the logic of «Brussels 
effect» and «regulatory competition» (an example is the Artificial Intelligence 
Act adopted by the EU in 2024), suggesting the EU’s intention to compete with 
the US and China (whose efforts are aimed at creating the most functional 
rather than safe AI); on the other hand, the effectiveness of Brussels’ strategy 
is questionable given the EU’s current lag in the field of AI technologies. 

The article examines the question of what position the EU currently takes 
regarding AI developments in the US and speculates on whether the EU’s lag 
behind the US in the race for advanced AI technology should be seen as a 
counterargument to the «regulatory competition» strategy and as evidence that the 
EU’s strategy will be revised. The EU does indeed compete with the US following 
the logic of «Brussels effect», but the authors believe that the EU’s lag in the field 
of AI does not affect the potential effectiveness of «regulatory competition», since, 
firstly, this strategy is well aligned with the EU’s general strategy for conducting 
international policy, and, secondly, «Brussels effect» will be able to bear fruit only 
after the issue of AI regulation becomes more acute (for example, precedents of 
tragic events caused by AI malfunctions or misuse will emerge). 

Keywords: EU, USA, China, artificial intelligence, arms race, 
regulation, «Brussels effect». 
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